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ABSTRACT

This paper describes components of a system for an
autonomous deep space tracking statiofhe system
enables fuly automated routine operations encompassing
scheduling and resource allocation, anteand receiver
predict generation, tr&c procedure generation from
service requests, and closed loop control and error
recovey for the station subsystemsThis g/stem has
been validated ybthe mnstruction of a prototype Deep
Space Terminal (DS-T) tracking station, whidas

performed a series of demonstrations of autonomous 3

ground station control for downlink services with
NASA's Mars Global Surveyor (MGS).

INTRODUCTION

The Deep Space Network (D¥PIB] was established in
1958 and ha snce evolved into the largest and most
sensitive scientific telecommunications and radio
navigation network in the world The purpose of the
DSN is to support unmanned interplangtapacecraft
missions and to support radio and radar astronomy
observations taken in ¢hexploration of space. The DSN
currently consists of three deep-sa @mmunications
facilities placed approximatell20 degrees apart around
the world: at Goldstone, in CalifornsaMojave Desert;

From its inception the DSN has been driventhe need

to create increasingimore sensitive telecommunications
devices and better techniques for navigation. The
operation of the DSN communications complexes
requires a high level of manuanteraction with the
devices in tk mmmunications link with the spacecraft.
In more recentimes NASA has added somewdrivers

to the development of the DSN:

reduce the cost of operating the DSN,
improve  the  operability, reliability,
maintainabiliyy of the DSN, and

prepare for a ne era of spae «ploration with the
New Millennium program: support small, intelligent
spacecraft requiring verfew mission operations
personnel [14].

2. and

In the past, the process of operating such stations has
been labor amh knowledge intensive Recently, efforts
have been made to reducee ttbst of operations One
such effort has been in the area of antenna station
automation Many approaches have been applied to
automation control/commanding of diffeteypes of
antenna systems. In the Al group at JPL, we have
worked on automating the scheduling of communications
antennas and the generation of antenna command
sequences The scheduling of communications antennas
consist of allocating an oversubscribed resource, the

near Madrid, Spain; and near Canberra, Australia. This antenna, to a flight projecin order to provide
strategic placement permits constant observation of communication services, while antenna command
spacecraft as the Earth rotates, and helps to make thesequence ®t up ad perform a particular
DSN the largest and most sensitive scientific communications link with a spacecraft [2] These
telecommunicatios g/stem in the world Each DSN sequences can be run as control scriptsperate the
complex operates a set of deep space stations consistingstation and all of its relevant subsystems [14]. This work
of 70-meter, 34-meter, dn26meter antennas The was demonstrated as a component of the Deep Space
function of the DSN is to receive telemesignals from Terminal (DS-T) during a series of demonstrations from
spacecraft, transmit commands that control spacecraft April to September of 1998. Through the use of these
operating modes, generate the radio navigation data usedtechnologies a high level goal-oriented interface is
to locate ad gude a spacecraifto its destination, and  provided to the systemThis interfae amables users to
acquire flight radio science, radio and radar astronomy, specif what they want done ad does not require that
very long baseline interferometry (VLBI), and  they specif or even kna how it should be done.
geodynamics measurements.



The rest of this paper is organized in the following
manner We first offer a brief backgroundnohow the
DSN operates Next we provide an introductory
explanation of the DS-T functionality. From here we
discuss tw o the underlying technologies providing
much of the DS-T's autonomy: automated scheduling
and automatk panning. We then conclude the paper
with results from our demonstrations and talk about
future work.

How the DSN Works

The DSN trak process occurs dgil for dozens of
different NASA spacecraft @hprojects, which use the
DSN to capture spacecraft datdhough the process of

components are intended to dramaticadlduce the need
for mary manual steps.

Deep Space Terminal

The @mponents discussed in this paper where
demonstrated as part of the Deep Space Terminal (DS-
T), a prototype 34-meter deep spa®@mmunications
station developed [9][10][11] as a technology
demonstration fofully autonomoudights-out operations.

In the DS-T concept, a global DSN schedule is
disseminated to a set of autonomous DS-T stations,
where ech DS-T station operates autonomously,
performing tracks in a largelindependent fashion.
When requested to perform a track, the DS-T station

sending signals from a spacecraft to Earth is conceptually performs a number of tasks (at appropriate times)

simple, in realiy there are man earthsi@ dallenges
tha must be addressed before a spaceeradgnd is
acquired and successfull transformed into useful
information. In the remainder of ghiection, we outline
some of the steps involved in providing tracking services
and in particular discuss the problem of kragan
generation.

The first step in performing a DSN track is called
network preparationHere, a project sends a request for
the DSN to track a spacedrafivolving specific tracking
services (e.g., downlink, uplink)The DSN responds to
the request Y attempting to schedule the necessary
resources (i.e. an antemrand other shared equipment)

required to execute the track. First, the DS-T station uses
appropriate spacecraft navigation ephemeris predict
generation software in order to produce necessary
antenm and receiver predicinformation required to
perform the track Next, the DS-T station executes the
pre-calibration process, in which the antenrnd
appropriate subsystems (e.g., receiver, exciter, telemetry
processor, etc.) ar onfigured in anticipation of the
track During the actulatrack, the signal frm the
spacecrdf must be acquired and the antanrend
subsystems mustebommanded to retain the signal,
adjust for changes in the signal (such as changes in bit
rate or modulation index as transmittedy lhe
spacecraft), ah perform erro recovery Finally, & the

needed for the track. Once an equipment schedule andcompletion of the track, the station must be returned to

other necessgrinformation has been determined, the
next step is thelata capture processvhich is performed

an appropriate stangtstate in preparation for the next
track  All of these activities require significant

by operations personnel at the deep space station. Duringautomation and robust execution including closed loop

this process, operators determine ttorrect steps to
perform the following tasks: configure ¢hequipment for
the track, perfon the actual establishment of the
communications link, and then penforthe actuatrack
by issuing control commands to the vasosbsystems
comprising the link.

Throughot the track the operators continyalhonitor
the status of the link and haedkceptions (e.g., the
receiver breaks lock with the spacecraft) as thecur.
All of these actions & arrently performed  human
operators, who manugllissue hundreds of commands
via a computer keyboard to the link subsystems.

This paper discusses the application of two Al systems
for automated antenna operatioriBhese systems are an
Al scheduling system for allocating communications
resources, and an Al planning systéo generate deep
spae ®mmunication antenna control scripts. These two

control, retries and contingenhandling.

In order to provide this autonomous operation capability,
the DS-T station employs tighttoupled state of the art
hardware and software. t Ahe ©re of the autonognare
two areas of artificiaintelligence (Al) technology, Al
scheduling and Al planning We will offer a brief
example of each and a brief context fomttbey apply to

the DS-T.

The original goal of the DS-T task wae tuild an
autonomous control system for a deep space
communicatios gation. This gstem had to meethe
following criteria: schedule driven with a high level
service requds interface; an automated scheduling
component for initial scheduling and rescheduling;
provide script guided control; abyito generate predicts

or use provide predicts; automaticall configure pre-
track; utilization of COTS (CommercialffOThe Shelf)
components wherever feasible; operations based on



defined but expandable set of services; autonomous error

recovey for a defined class of problems; post pass data

Figure 1: 34m BWG Antennas at Goldstone

delivery; and treat ground terminal as a network

computer with an RF peripheral.

One of the mdsimportant points was the idea of a
ground station looking juidike a network computer to a
user, operator, or missionThis is best demonstrated by
an operational scenariolo provide service a user need
only login to the DS-T work-station and submit a service
reques to the scheduling system, or FTP a schedule and
service requedo a particular file syste location. From
either of these inputs DS-T waliteted the eistence of

a track/service schedule, proceed to schedule station Spacecraft

specific tasks, configure the station to provide the service,
and finaly when the tine ®mes, the track would begin
without further user interaction.

As mentioned lbowe, the station reacts to a service
request derived schedule generated am automated
scheduling system It is through the reaction to this
schedule thtathe dynamic track-speaifi oontrol scripts
are generated. Autonomous operations of the station
takes place through the execution of these control scripts.

In Figure 1, we she a picture of the three 34-meter
Beam Wave Guide antennas at Goldstone, QA the
foreground is DSS-26, which was the station selected for
prototyping the DS-T.

In April 1998, the DS-T prototype first demonstrated
automatd downlink capabiliy of single isolated tracks
for the Mars Global Surveyor (MGS) spacecraft.
Between April and September 1998, mamulti-day
demonstrations took place including a siy daattended
demonstration During these demonstrations, a service

request for downlink services, a track sequence of events,

Scheduling fa DS-T

When the decision is made toy fa mission, a very
knowledge-intensive process begins that will ensure the
necessgr DSN antenna coverage. First, a foréces
made of the DSN resources théne spacecraft will
require In the Resource Allocation Process (RAP), the
types of services, frequency,caduration of the required
tracks are determined as well as high-level re-source
requirements (e.g., antennayVhile the exad timing of

the tracks is not known, a set of automated forecasting
tools are used to estimate network load and to taissis
ensuring that adequate network resources will be
available One part of the network architecture is a
unified tool suite that has been developed called TMOD
Integrated Ground Resource Allocation System
(TIGRAS), which uses operations research and
probabilistic reasoning techniques to ®alldorecasting
and capacitplanning for DSN resources [1].

As the time of the actual tracks approaches, this estimate
of resource loading is converted to an actual schedule,
which becomes mer@ncrete as time progresses. In this
process, specific project service requestd griorities

are matche upwith available resources in order to meet
communications needs for earth-orbitingdadeep space
This <hedulig process involves
considerations of thousands of possible tracks, tens of
projects, tens of antenna resources and considerations of
hundreds of subsystem configurationsn addition to
adding the detail of antenna subsystem allocation, the
initial schedule undergoes contihumodification due to
changirg project needs, equipment availability, and
weather considerations. Responding to changing context
and minimizirg dsruption while rescheduling is a key
issue.

At the high level of resource allocation, schedule
execution does 1o involve &ecution monitoring.
However, rescheduling is ofte necessar due to:
equipment outages, lasminute track requests, last
minute danges to scheduled tracks, and changing
atmospheid mnditions Rescheduling can occur in two
ways: (1) it can be initiated top-down due to a change to
a previous}y scheduled track or the addition of another
request; and (2) it can occur bottom-up in that equipment
outages can occur or tracks can fail necessitating
rescheduling From the standpoint of the scheduler the
important feature is the degree of change required to
make the schedule consistent.

and spacecraft ephemeris data were used to automatically

downlink data from the MGS spacecratft.

Because of the size and complgxif the rescheduling
task, manual scheduling is prohibitiyelexpensive.



Automation of these scheduling functions is projected to
save millions of dollars per year in DSN operations costs.
Based on these motivating factors, the Demand Access
Network Scheduler (DANS), which was designed to deal
with the @mplex subsystem dn priority schemes
required to schedule the 34caii0 meter antennas, was
used as one of the scheduling components of the DS-T.

DANS: Automated Scheduling

The Demand Access Network Scheduler (DANS]
system, designed to deal withettomplex subsystem and
priority schemes required to schedule the larger 34 and

ground stations; 7 tracks will alloa nominal amount of
science dateotbe downlinked; and 9 tracks will allofor
downlinking of all science data (e.g., beyond this level
additiond tracks have little utility) An important point

is that specific tracks are nkabeled with these priorities
(e.g., the projacis allowed to submit 5 tracks at priority
3, 2 at prioriy 4 and ® an). Rather, when considering
adding, deleting, or moving tracks the scheduler must
consider the overall priositof the projetin the arrent
allocation context.

Finally, the DSN schedulm problem is complicated by

70 meter antennas, uses the forecasted antenna schedulfhe fa¢ tha the tra& duration can be relaxed For

produced # the RAP process and supports rescheduling
as required ¥ changing tracking requirements and
equipment availability. The main inputs to DANS are the
current schedule and a set ofwn&acking requests or
changes to currerracks and/or equipmetha must be
handled in the final schedule. A tracking request usually
specifies information such as the spacecraft or project

name (e.g., DS1, Voyager), the type of antenna requested

(e.g., 70M, 34M), the number of individudracks

example, a project nyaequest a 3 hour track but specify
a minimun track time of 2 hours When evaluating
potential resowre ®nflicts the scheduler must consider
the option of shortening tracks to remove resource
conflicts. DANS also uses a linear weighting scheme in
conjunction with a modified SIMPLEX algorithm to trim
tracks in accordance with prioritizations.

Once generated, a schedule is first used at a network

requested (e.g., 4 tracks per week), the start time and endWwide level designating what resources (primarthe

time for each track, priontof each track, etc.

DANS uses priority-driven, best-first, constraint-based
search and iterative optimization techniques to perform
priority-based rescheduling in response to changing
network demand. In this approach, DANS first considers
the antenma dlocation process, since antennas are the
central focus of resooe mntention. After establishing a

range of antenna options, DANS then considers
allocation of the 5-13 subsystems per track (out of the

antennas) shall be used to provide what services
(primarily communications tracks) In the DS-T
architecture the schedule is then disseminated to each
DS-T station to designate when and whae of service
is to be performed Y that station From this high level
description of the service, each DS-T station proceeds to
schedule station specific activities in order to provide the
desired services This sconday station specific
scheduling component utilized a simple macro expansion
scheduling algorithm and controlsethtexecution of the

tens of shared subsystems at each antenna complex) usegchedule. These activities consist of track script

by each track. DANS uses constraint-driven, branch and
bound, best-first search to efficignttonsider the large
set of possible subsystemshedules The DANS
objective is to satigfas maw activity requests as possible
while maintaining a conflict-free status (i.e. no hard
constraints violated) with minimal disruption to the
existing schedule.

The DSN scheduligp problem is complicated ¥ three
factors: (1) context-dependent priority; (2) subsystem
allocation; and (3) the possibiliof reducing the length

of the tracks. DSN track prioritieseamntext dependent

in tha they are often contingent on the amount of
tracking the project has received so far in the week. For
example, a projéanight have priorig 3 to get 5 tracks,
priority 4 to get 7 tracks ahpriority 6 to get 9 tracks
(where lower priorig numbers represémore important
tracks) This reflects that 5 tracks are necegsty
maintain spacecraft health and get critical science data to

generation and execution of the track script for each
track.

Planning for DS-T

Once a DS-T statio has been allocated to provide the
communicatios rvice for a particular mission (i.e. has
been scheduled) and the station specific activities have
been scheduled, the DS-T script generator is invoked just
prior to the track beginning in order to generate the
antenna control script The final resit is the set of
antenna commands necegstr setup ad perfom the
request track (communication service).

The DS-T script generator (SG) is where the majanit

the control autonognis provided. The SG uses Atrtificial
Intelligence planning techniques to perform a complex
software module reconfiguration process . [5] This
process consists of piecing together numerous highly
interdependent smaller control scripts in order to produce



Project Service
Request

a single scrip to contrd the operations of the DS-T ,

. Equipment
station.
The ®re engine used in the SG is the Automated
Scheduling and Planning ENvironment (ASPENS3].

The ASPEN systa is a reusable, configurable, generic

planning/scheduling application framework that can be DS-T Script 4_1 op/;“;gg::KB
tailored to specific domains to creatonflict-free plans Generator

or schedules. It has a number of useful features including
an expressive modeling language, a constraint
management system rfaepresenting and maintaining

antenna operabilt and/a resouce ®nstraints, a
temporal reasoning system and a graghicterface for

Project
SOE

visualizing plans and states. ASPEN has been adapted to Antenna Track

input antenna-trackon goals and automaticgllproduce
the required command sequence necgsgacreate the
requested link [12].

Figure 2: DS-T Script Generator Inputs and Outputs

Equipment Configuration This configuration details the
types of equipment available and includes gemrch as
the antenna, antenna controller, the receiver, etc.

The control script produced/ithe SG:

e sets up the trackybconfiguring the station during
pre-track;

e provides the track service requestgdcbmmanding
the antenna and sub-systems to acquire and maintain
lock on the signal throughout mode changes; and

e cleans up and shuts down the station the
completion of the track.

Project Service RequestThe service request specifies
the DSN services (e.g., downlink, uplink) requested by
the project and corresponds to the goals or purpose of the
track.

) Project SOE- The project sequence of events (SOE)
TRACK PLAN GENERATION: THE detaik gacecraft events occurgnduing the track -
PROBLEM including the timing of the beginning and ending of the
Generating an antenna tkaglan involves taking a track and spacecraft data transmission bi¢ thinges,
general service request (such as teleynetne downlink modulation index changes, and carrier and subcarrier
of data from a spacecraft), an antenna knowledge-base frequeng changes.

(which provides the information on the requirements of

antenna operation actions), and other project specific Antenna Operations KB- The Antenna Operations
information (such as the spacecraft sequence of events), Knowledge Base (KB) stores information on available
and then generating a partially-ordered sequence of antenna operations actions/commands. This KB dictates
commands This command sequence will properly how actions can & ombined to provid essential
configure a communications link that enables the communication services. Specifically, this includes
appropriate interaction with the spacecraft. To automate information such as action preconditions, postconditions,
this task, the ASPEN planning and scheduling system and commad drectives and also includes yarother
has been applied to generate antenna operation relevart information such as resource and state
procedures on demand. descriptions.

ASPEN has been adapted to use high-level antenna track Antenna Track Plan The Antenna Track Plan is the
information to determine the appropriate steps, output of the ASPEN/DS-T Script Generator. The track
parameters on these steps and ordering constraints onplan is the dynamicall produced command control
these steps that will achieve the ibgrak goals In script.  When executed these scripts issue all of the
generating the antenna tkaglan, the planner uses  necessar subsystem commandrectives to configure,
information from several sources. In Figure 2 we show control, and perform the communications track.
the inputs and output of the DS-T script Generator.
Through the use of the ASPEN/DS-T Script Generator
these high level inputs provide the goal-oriented interface



enabling the systeno e used B specifyingwhat is to be
done instead dfow it should be done.

DS-T Demonstrations

The Deep Space Terminal (DS-10][11] concept was
validated through a number of demonstratioriBhese
began with the automation of paitiracks in April
1998, continued with 1-gaunattended operations in
May, and concluded with a 6-glaautonomous “lights-
out” demonstration in September 1998Throughout
these demonstrations ASPEN was used to automatically
generate the necesgamommand sequences for a series of
Mars Global Surveyor (MGS) downlink tracks using the
equipment configuration at Deep Space Station 26
(DSS26), a 34-meter antenna located in Goldstone, CA.
Thee ommand sequences were produced and executed
in a fuly autonomous fashion Wit no human
intervention During the September demonstration, DS-
T performed all Mars Global Surveyor coverage
scheduled for the Goldstone antenna complex. This
corresponded to roughll3 hours of continuous track
coverage per day.

While the overall DS-T effort consisted of a large team
and a project duration of approximatel.5 years, the
DS-T automation team consisted of threerteaembers.

Of this team’s work, approximaielne work year was
spent on the script generation effort. This effort
primarily consisted of knowledge acquisition and model
development, while a small effort was made in the
integration of the script generatoA key factor in the
quik development was the abilitto adapt a general
purpose planning and scheduling system. As the domain
of ground communication-station commanding shared
mary similarities to spacecraft commanding, ASPEN
seemed like a logical choice. This was confirmegdhe
ease of knowledge base development and integration.
Spacecraft commanding also consists of generating a
sequence of commands, howevelis predominatgl a
resource-schedulgn problem, whereas ground-station
commanding is predominayeh sequencing problem.

Results
In order to provide qualitative results, we present

Goldstone

Local Elevation Angle

9 11
UTC (Ground Time )

Track Segments:

#1 11:15:00 — 14:00:23 3way/65 (Madrid)

#2 14:00:23 — 15:42:26 LOS

#3 15:42:26 — 15:52:23 1way

#4 15:42:26 — 15:52:23 3way/25 (Goldstone)
#5 15:52:23 - 20:03:34 1way

#6 20:03:34 — 23:40:00 3way/34 (Canberra)

Figure 3: September 16, 1998 MGS Track

In Figure 3, the graph represents when MGS was in view
of the ground stations at each of theethromplexes
(Madrid, Goldstone, and Canberra)DS-T, which is
located at Goldstone, tracked MGS through the five track
segments indicated in Figure 3.

Before ontinuing with the analysis of the results, let us
explain the different modes indicated in Figure 3 for each
of the differem track segments When a spacecrafs
downlinking data it is saicbtbe in 1wa/ mode. When an
uplink and a downlink are takinplace simultaneously
the spacecrais @id © be in 2wg mode If a station is
communicating in 2wa mode with a spacecraft, and
another station is listening in on the downlink of the
spacecraft, the second statienshid © be in 3wa with
the 2wy station Because DS-T is not equipped for
uplink, DS-T operates in either 1ywar 3way mode In
this example, during segmemt dss25 (deep space
station) was in 2waand DS-T was in 3wawith 25
(Bway/25).

Track segment 2, which is labeled LOS, indicates that
there was a scheduled loss of signal (LOS) so during this
segment no frames werollected During each of the
othe respective track segment DS-T collected 75%, 91%,
96%, 90%, 23% of the broadcasted frames. As shown by

statistical data from September 16, 1998, a representative the graph, during segment 1da6 the devation of the

day during our 6-dg autonomous unattended
demonstration, during, whicheamllected dowve 90% of
the transmitted frames. This performance is on par with
the operator-controlled stations, howewvesquired no
support personnel (i.e. reduced operations cost).

dish is lav in the sky Under thes drcumstances there

is consideralyy more atmospheric interference which
explains the lower percenf &rame ollection On the
other hand, if you look at segment 4, where there is a
long segment with the spacecraft high in the sky, the data
collection is quite high In segment 3 ah 5 the values

are a little lower due to the shortness of the segments.



This is explained ythe fact that some data is lost during
a change in mode, as in the transition from LOS to 1way
and 3way/25 to 1way.

As a component of the DS-T, the DANS automated
scheduler enabieus to demonstrated twoa network of
DS-T like terminals woul perform in a schedule driven
environment It is partialy through this functionalt of
starting from a high-level service request gmoducing

a resource allocation schedule tifae DS-T concepis

able to provié ommunicatios rvice through a high

levd interface In conjunction with the scheduling
systen the DS-T Script Generator performed flawlessly,
producirg dynamicaly instantiated control scripts based
on the desired service goals foettbmmunications pass
as gecified in the service requestThe use of such
technolog resulted in a three primabenefits:

e Autonomous operations enableg @iminating the
need for hundreds of mariuaputs in the form of
control directives. Currentlthe task of creating the
communications link is a manual and time-
consumimg process which requires operator input of
approximatet 700 control directives and the
constan monitoring of several dozen displays to
determine the exact execution status of the system.

* Reduced the level of expertise of an operator
required to perform a communication track.
Currentl this comple& process requires a high level
of expertise fr;m the operator, WKuthrough the
development of the knowledge basg & domain
expet this expertise is captured within the system
itself.

e The knowledge base provides a declarative
representation of operation procedures. Through the
capture of this expertise the knowledge base
documents the procedural steps of performing
antenna communication services.

Related Work

There are a number of existing systemdthw solve
real-world planning or scheduling problems [15][16][17].
The problem of trdcplan generation combines elements
from both these fields and thus traditional planners and
schedulers cannot be dirgctbpplied First, many

receiver, antenna controller) and states (e.g., antenna
position, subcarrier frequency, etc.) over time.

One other system has been designed to generate antenna
trakk plans, the Deep Space Network Antenna
Operations Planner (DPLAN[4]. DPLAN utilizes a
combination of Al hierarchical-task network (HTN) and
operator-bask panning techniques. Unlike DPLAN,
ASPEN has a temporal reasoning system for expressing
and maintaining temporal constraints and also has the
capability for representing and reasoning about different
types of resources and states. ASPEN can utilize different
search algorithm sich as constructive and repair-based
algorithms, where DPLAN uses a best-first search. And,
as described in the next section, ASPEN is currently
being extended to perform dynamic planning for closed-
loop err@ recovery, where DPLAN has ognllimited
replanning capabilities.

As for the resource allocation type of scheduling
performed B DANS, traditional scheduling system are

not sufficient because of the unique type of constraints
that the DSN scheduling problem poses.

A previous DSN scheduling system, OMP-26, was
designed to perfon the schedulig process for the
smaller 9, 11, ah 26 meter antennasWhile the use of
OMP-26 resulted in a five-fold reduction in scheduling
labor and a doubling of network usage, OMP-26 does not
have the abilig to deal with the longer term forecasting
required in the larger antenna network.

Another system developed for the resource allocation
process in the DSN is the previoushentioned TIGRAS
system While TIGRAS has powerfutools for the
visualization of network load and tools to assist with
network forecasting, TIGRAS was not designed to
perform automated rescheduling as was DANS nor
demand access scheduling.

Future Work Providing Closed-Loop Control
through Dynamic Planning

Currently, we are working on modifying and extending
the arrent ASPEN Track Plan Generator to provide

classical planning elements must be addressed in this Closed Loop Execution and RecoyéCLEaR) for DSN

application such as subgoaling to achieve activity
preconditions (e.g., the antenna must be "on_point" to
lock up the receiver) ash decomposing higher-level

(abstract) activities into more detailed sub-activities. In
addition, mawg scheduling elements are preseatch as

handling metric time and temporal constraints, and
representing and reasoning about

resources (e.g.,

track automation. CLEaR is built on top of CASPER [7],
a real-time planning system built as an extension to
ASPEN. The approach taken is to dynamjcdéed
monitor data (sensor updates) back into the planning
system a gate updates. As these dynamic updates come
in, the planning system verifies the validdf the arrent
plan If a violation is found in the plan, the system will
perform local modification to construct awealid plan.



Through this continual planning approach [6], the plan is
disrupted as little as possible and the sysise much

[3] (Chien et al. 1997b) Chien, S., Lam, R., and Vu, Q.,
"Resource Scheduling for a Network of Communications

more responsive and reactive to changes in the real antennas, Proceedings b the 1997 EEE Aerospace

(dynamic) world.

As part of the CLEaR effort furtheresearch is being
done in the aremixed-initiatve mntrol. This addresses
the interaction of an operator with, foll antensive
purposes, an autonomous system. Ingh@sumstances
a planning and execution engine mumaintain
consisteng with in the engine if an operator overrides
the system so that once the operagburns the syste to
nominal operations the systeis able to resum ontrol
without missing a heartbeat.

This CLEaR effor is al® being integrated with a Fault
Detection, Isolation and Recoye{FDIR) system FDIR

is an expert system providing monitor @ahalysis As

is often tle ase with larg mmplex systems, monitor
(sensor) data is often related in different ways that
becomes difficult for a human to detecthe advantage

of combining these two systems is that FDIR can first
interpret the vast amount of data and summatiagto a

set of meaningful values for a planning sgst® react

to. We think of this union as intelligent analysis and
intelligent response, much like a careful design and
implementation; one without the other is of little use.

Conclusion

This paper has describedetloncept of the Deep Space
Terminal (DS-T) and tev o the key enabé @mponents

in the DS-T autonomous operations capabilities. We first
introduced the DSN problem domain and the DS-T 34-
meter prototype antenna communicasiogation. Next

we described in delathe Demand Access Network
Scheduling (DANS) system used to perform resource
allocation/scheduling and the DS-T/ASPEN Script

Generator used for antenna control script generation. We

then concluded with results of the DS-T autonomous
“lights out” operations demonstrations, discussion on
related work, ad presented some insigho future work
being done in the area of DSN automation.
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